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Abstract

Autonomous navigation in tunnel environments
poses unique challenges due to constrained spaces,
poor GPS reception, and limited line-of-sight
conditions. This paper presents a novel multilevel
sensor collaboration framework that integrates
vehicle-to-everything (V2X) communication and
drone-based sensing to enhance tunnel-centric
navigation. By leveraging V2X-enabled
infrastructure for real-time data exchange and drones
for aerial insights, the proposed framework ensures
robust situational awareness and collision-free
navigation. The multilevel architecture combines
ground-based sensors, vehicular data, and drone
imagery, fused using advanced sensor fusion
techniques such as Kalman filters and deep learning
models. Experimental evaluations demonstrate
the system’s ability to adapt dynamically to
varying tunnel conditions, such as traffic density
and environmental obstructions, outperforming
traditional standalone navigation systems. This
work highlights the synergy between ground and
aerial platforms for cooperative navigation and
lays the groundwork for next-generation intelligent
transportation systems in challenging environments.
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1 Introduction

Navigating through tunnels presents a formidable
challenge for autonomous vehicles, primarily due to
the constraints imposed by these environments, which
exacerbate the limitations of traditional navigation
systems [1]. These constraints include restricted
availability or complete absence of GPS signals, narrow
and often winding lanes, and severely limited visibility
due to poor lighting or environmental obstructions
such as smoke or dust. The high density of
reflective surfaces within tunnels further complicates
the performance of conventional onboard sensors
like LiDAR and cameras. These sensors, while
typically reliable in open environments, are prone
to errors such as spurious reflections, false depth
measurements, or degraded image quality under
low-light or glare-heavy conditions. Consequently,
autonomous navigation within tunnels necessitates
the development of innovative methodologies that
can overcome these environmental limitations while
ensuring safety and efficiency [2].

Traditional approaches to autonomous navigation
primarily rely on standalone onboard sensing systems,
which include a combination of LiDAR [3], radar,
ultrasonic sensors, and optical cameras. While these
technologies have been refined to perform well in
many driving scenarios, their efficacy diminishes
significantly in confined and complex environments
such as tunnels. For instance, LIDAR-based systems
can suffer from noisy point clouds when faced with
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reflective tunnel walls, while camera-based systems
are highly sensitive to dynamic lighting conditions.
Moreover, the lack of GPS signals in tunnels renders
many navigation algorithms, which heavily rely on
global positioning, inapplicable or prone to substantial
drift over time. These challenges underscore the need
for alternative or complementary sensing strategies
to ensure robust operation of autonomous vehicles in
such demanding settings.

To address these limitations, this paper introduces
a multilevel sensor collaboration framework that
leverages the synergy between vehicle-to-everything
(V2X) communication and drone-based aerial
sensing to enable robust navigation specifically
tailored for tunnel environments. V2X technology
has rapidly evolved as a transformative component
of intelligent transportation systems, offering a
robust communication infrastructure that facilitates
the exchange of real-time data between vehicles,
infrastructure, and other road users. By incorporating
V2X-enabled connectivity into the proposed
framework, autonomous vehicles can benefit
from enriched situational awareness, including
information about traffic flow, potential obstacles, and
environmental conditions relayed by other vehicles or
infrastructure within the tunnel.

In parallel, drone-based aerial sensing systems
provide a complementary perspective that significantly
enhances the overall robustness of the navigation
framework.  Drones, equipped with advanced
sensors such as high-resolution cameras, thermal
imaging systems, and lightweight LiDAR units, can
operate above or adjacent to the tunnel environment,
capturing data that would otherwise be inaccessible
to ground-based vehicles. This aerial vantage point
enables the detection of potential hazards beyond the
immediate line of sight, such as road obstructions
or congestion further along the tunnel. Additionally,
drones can provide auxiliary mapping data, facilitating
precise localization for autonomous vehicles and
mitigating the challenges posed by GPS signal absence.

The integration of V2X communication with
drone-based aerial sensing creates a cohesive and
dynamic navigation framework capable of addressing
the unique challenges of tunnel environments. This
collaborative system not only improves the robustness
of navigation but also enhances safety by providing
redundant data streams that can be cross-validated
for accuracy. Moreover, the framework enables
predictive capabilities, such as early warning systems

for traffic bottlenecks or accidents, through the fusion
of real-time data from multiple sources.

In this paper, we detail the architecture and
implementation of the proposed multilevel sensor
collaboration framework, highlighting the interplay
between V2X communication and drone-based
sensing. We also present an in-depth analysis of
its performance in simulated and real-world tunnel
environments, demonstrating its ability to achieve
reliable navigation under challenging conditions.
The remainder of this paper is organized as follows:
Section 2 provides a comprehensive review of
related work, focusing on existing approaches to
tunnel navigation and sensor integration. Section
3 introduces the technical details of the proposed
framework, including its hardware and software
components. Section 4 outlines the experimental
setup and presents the results of extensive evaluations.
Finally, Section 5 discusses the implications of the
findings and outlines potential avenues for future
research.

This paper makes the following contributions:

e A multilevel sensor collaboration framework
that integrates V2X and drone-based sensing for
tunnel-centric navigation.

e Advanced data fusion techniques for combining
ground-based and aerial sensor data to enhance
situational awareness.

e Experimental validation of the proposed
framework under varying tunnel conditions to
demonstrate its robustness and efficiency.

The remainder of the paper is organized as follows.
Section 2 discusses the system architecture and key
components of the proposed framework. Section
3 outlines the data fusion methodology and the
integration of V2X and drone insights. Section 4
presents experimental evaluations and results. Finally,
Section 5 concludes the paper and highlights future
directions.

2 System Architecture

The proposed multilevel sensor collaboration
framework is a robust and comprehensive system
tailored to address the unique challenges associated
with autonomous navigation in tunnel environments.
The architecture is structured around three principal
components: (i) V2X-enabled infrastructure, (ii)
drone-based aerial sensing, and (iii) onboard vehicle
sensors. These components are cohesively integrated
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into a hierarchical architecture designed to facilitate
seamless data exchange and real-time decision-making.
By merging local and global situational awareness,
the framework ensures safe, efficient, and reliable
autonomous navigation within the constrained and
complex tunnel environment.

The system architecture prioritizes dynamic and
adaptive data flow across the three tiers, allowing
autonomous vehicles to receive, process, and act
on heterogeneous sensor inputs in real-time. This
integration leverages the complementary strengths
of each component while mitigating their individual
limitations. A key aspect of this design lies in the
fusion of global data from V2X and drone systems with
the localized and highly granular sensing capabilities
of onboard vehicle sensors. This hierarchical approach
optimizes the balance between system robustness,
efficiency, and computational feasibility. In the
following subsections, we provide an in-depth analysis
of each of these components and their integration into
the overall framework.

2.1 V2X-Enabled Infrastructure

The V2X-enabled infrastructure serves as the backbone
of the proposed framework by facilitating reliable
and low-latency communication among vehicles,
infrastructure elements, and tunnel management
systems. This infrastructure relies on the deployment
of Roadside Units (RSUs) within tunnels, equipped
with either Dedicated Short-Range Communication
(DSRC) or Cellular V2X (C-V2X) capabilities. RSUs
are strategically positioned at intervals along the
tunnel length to ensure consistent coverage and
redundancy, enabling uninterrupted communication
even in adverse conditions.

The primary role of the V2X-enabled infrastructure
is to disseminate critical information to vehicles in
real-time. This includes data related to dynamic
traffic conditions, such as congestion or accidents,
environmental parameters like air quality or visibility,
and tunnel-specific constraints, including speed limits,
lane closures, or detours. In addition to broadcasting
pre-processed data from the tunnel management
system, RSUs collect raw data from embedded
sensors, including cameras, LiDARs, and ultrasonic
detectors. This sensor network captures essential
information such as vehicle density, obstacle presence,
and structural anomalies within the tunnel. The data
is subsequently fused and pre-processed within the
RSUs before being transmitted to vehicles and other
connected nodes [4].

An important design consideration for the
V2X-enabled infrastructure is the optimization
of communication protocols to balance latency,
bandwidth, and energy efficiency. DSRC offers
low-latency communication, making it ideal for
time-sensitive tasks such as collision avoidance
alerts. However, its limited range and scalability are
complemented by C-V2X, which supports broader
coverage and higher data throughput through 5G
technologies [5]. This hybrid approach ensures
reliable performance under varying network demands
and physical constraints.

A novel feature of the V2X-enabled infrastructure is
its ability to relay predictive information, such as
the anticipated evolution of traffic conditions or the
structural integrity of the tunnel. This is achieved
by integrating historical data with real-time inputs,
leveraging machine learning models deployed at
the RSUs. These predictive capabilities significantly
enhance the framework’s ability to preemptively
address potential hazards, thereby improving safety
and operational efficiency.

2.2 Drone-Based Aerial Sensing

Drone-based aerial sensing forms a complementary
layer of the framework by offering a bird’s-eye
perspective of the tunnel environment. Autonomous
drones, equipped with a suite of advanced sensors,
provide critical data that augments the capabilities
of ground-based RSUs and onboard vehicle sensors.
These sensors typically include high-resolution RGB
cameras for visual inspection, thermal cameras for heat
signature analysis, and lightweight LiDAR units for
detailed structural mapping.

The drones operate within the tunnel along predefined
flight paths, which are dynamically adjusted based
on real-time situational demands. For instance, in
scenarios involving traffic congestion or obstruction,
the flight paths can be reconfigured to prioritize areas
of interest, such as bottlenecks or regions with reported
anomalies. The autonomous flight control system
of the drones relies on simultaneous localization
and mapping (SLAM) algorithms, allowing them
to navigate and adapt to complex tunnel geometries
without requiring external GPS signals.

One of the key contributions of drone-based sensing
is its ability to detect and analyze conditions that
are beyond the line-of-sight of ground-based sensors
and vehicles. For example, drones can capture
high-resolution imagery of structural components,
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such as ventilation systems or ceiling-mounted
infrastructure, which may be prone to degradation
or obstruction. This data is instrumental for tunnel
maintenance and management, as well as for ensuring
safety in emergency scenarios.

The data collected by the drones is transmitted
to the central control unit through a dedicated
wireless communication link. This link is optimized
for reliability and bandwidth efficiency, ensuring
that high-resolution sensor data can be processed
in real-time. The central control unit fuses the
drone-derived data with inputs from the V2X
infrastructure and onboard vehicle sensors,
creating a holistic and continuously updated
representation of the tunnel environment. By
offloading computationally intensive tasks such as
high-resolution image processing to the central unit,
the framework ensures scalability and real-time
performance.

2.3 Onboard Vehicle Sensors

The final tier of the system architecture consists of
the onboard sensors deployed within autonomous
vehicles navigating the tunnel. These sensors form
the foundation of the vehicle’s local perception system,
enabling tasks such as immediate obstacle detection,
lane-keeping, and short-term trajectory planning.
Typical sensors include LiDARs, cameras, radar
units, and inertial measurement units (IMUs), which
collectively provide a rich set of data for environment
modeling and motion planning.

While onboard sensors are indispensable for
autonomous navigation, their effectiveness can be
significantly constrained by the unique challenges
of tunnel environments. For example, LIDARs may
produce noisy or ambiguous data due to reflective
surfaces, while cameras may struggle with low-light
conditions or glare from artificial lighting. Radar
units, though less affected by environmental factors,
offer lower resolution and may not detect smaller
obstacles. Similarly, IMUs are prone to drift over time
in the absence of GPS signals, leading to cumulative
errors in localization.

To address these limitations, the proposed framework
integrates onboard sensor data with external inputs
from the V2X infrastructure and drone-based sensing
systems. This fusion enables the vehicle to overcome
the inherent weaknesses of onboard sensors by
leveraging redundant and complementary data
streams. For instance, the positional drift of IMUs can
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be corrected using structural mapping data provided
by drones, while ambiguous LiDAR readings can
be cross-validated with inputs from RSUs. The
integration of external data streams also allows the
vehicle to anticipate potential hazards, such as lane
obstructions or traffic congestion, based on information
relayed through the V2X network [6].

The onboard vehicle sensors are supported by
advanced algorithms for data fusion, perception,
and decision-making. The framework employs
probabilistic models and deep learning techniques to
process heterogeneous sensor inputs, ensuring that the
vehicle can accurately interpret its surroundings and
make informed navigation decisions. These algorithms
are designed to operate within the computational
constraints of onboard systems, with heavy processing
tasks being offloaded to the central control unit when
possible.

By combining these three tiers—V2X-enabled
infrastructure, drone-based aerial sensing, and
onboard vehicle sensors—the proposed multilevel
sensor collaboration framework provides a robust,
efficient, and scalable solution for autonomous
navigation in tunnels. The hierarchical architecture
enables seamless integration of local and global
data, enhancing safety and operational efficiency
while addressing the unique challenges of the tunnel
environment.

3 Data Fusion Methodology

The integration of data streams from V2X-enabled
infrastructure, drone-based aerial sensing, and
onboard vehicle sensors is central to the effectiveness
of the proposed framework. To achieve a unified and
coherent representation of the tunnel environment,
a multi-stage data fusion pipeline is developed.
This pipeline processes heterogeneous sensor
inputs to generate a reliable environment model,
facilitating robust navigation and decision-making.
The methodology combines techniques for sensor
alignment, feature extraction, data association, and
predictive modeling to create a seamless fusion of
local and global situational awareness. In this section,
we describe the pipeline in detail, incorporating
mathematical formulations to elucidate key processes.

3.1 Sensor Alignment and Synchronization

The first stage of the pipeline addresses the
challenges of aligning and synchronizing data
from diverse sources. Each sensor modality, whether
onboard, drone-based, or V2X-derived, operates on
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Table 1. Key Components of the V2X-Enabled Infrastructure and Their Functions

Component Function

Roadside Units | Facilitate real-time communication between vehicles,

(RSUs) infrastructure, and tunnel management systems;
collect and process data from embedded sensors such
as cameras and LiDARs.

Dedicated Enable low-latency communication for time-sensitive

Short-Range tasks such as collision avoidance alerts within the

Communication | tunnel.

(DSRC)

Cellular V2X | Provide broader coverage and higher data throughput

(C-V2X) [7], leveraging 5G technologies for reliable
communication in tunnel environments.

Embedded Capture critical data such as traffic density, obstacles,

Sensors and environmental parameters for integration into the

V2X framework.

Table 2. Sensor Capabilities of Drone-Based Aerial Sensing

Sensor Type Functionality and Benefits
High-Resolution | Provide detailed visual data for traffic monitoring,
Cameras obstacle detection, and structural inspection [8].

Thermal Cameras | Enable detection of heat signatures, which is
particularly useful for identifying overheating
components or trapped individuals in emergency

scenarios.

LiDAR Units Generate precise 3D maps of the tunnel environment,
facilitating localization and structural analysis.

SLAM Allow autonomous navigation and mapping within

Algorithms the tunnel without reliance on GPS signals [9].

a different spatial and temporal scale. Misalignment
between these modalities can lead to errors in data
association and environment modeling. To resolve
this, time-stamping and spatial calibration techniques
are employed.

where p, and p, are the coordinates of a point in the
sensor and global frames, respectively. Rys and t
denote the rotation matrix and translation vector that
define the spatial relationship between F; and F,.

This alignment ensures that all sensor data can be

Let x;(t) represent the state of a sensed object ¢ at time
t, as detected by a specific sensor. This state includes
parameters such as position, velocity, and orientation.
For N sensors operating with varying time delays At,
the synchronized state x(¢) is given by:

X, (t) = x;(t — Aty,).

7

Here, Aty represents the communication or processing
delay for the k-th sensor, which is compensated during
synchronization.

Spatial alignment involves transforming data from
different coordinate frames into a common global
reference frame F,. For a sensor operating in its local
frame Fj, the transformation to F, is represented as:

Pg = Rgsps + tgs>

accurately mapped to the same spatiotemporal context,
forming the foundation for subsequent fusion steps.

3.2 Feature Extraction and Data Association

The second stage involves processing raw sensor
data to extract relevant features and associate them
across multiple data streams. The goal is to identify
and correlate key environmental elements, such as
vehicles, obstacles, and static infrastructure, detected
by different sensors. This is achieved through a
combination of feature extraction algorithms and data
association techniques.

For feature extraction, we consider sensor-specific
functions F(zy), where z;, represents the raw sensor
measurements. For instance, in the case of LiDAR, F;,
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may involve extracting point clouds Pj, that represent
the 3D geometry of detected objects:

Pr = Fi(zr).

Similarly, camera-based sensors use object detection
models to identify bounding boxes By, for vehicles or
obstacles:

By = Fi(z).

To associate features from different sensors, we define a
similarity metric S(i, j) that quantifies the likelihood of
two features i and j corresponding to the same physical
object. This metric may incorporate spatial proximity,
temporal consistency, and appearance similarity:

P(occupied) and P(z) are the prior and evidence
probabilities, respectively.

Dynamic elements, such as vehicles or obstacles, are
tracked using a state estimation algorithm, such as
the Extended Kalman Filter (EKF). Let x(¢) denote
the state of a dynamic object at time ¢, including its
position and velocity. The EKF recursively updates
this state based on sensor measurements z(¢) and a
motion model f(-):

x(t+1) = f(x(t) + w(t),

z(t) = h(x(t)) + v(?),

where w(t) and v(t) represent process and
measurement noise, and h(-) is the observation

S(4,7) = w1||pi—pj || +ws2|vi—v;|+wsAppearanceMatchngdlel. The EKF update equations are:

where wy, w2, and w3 are weights, p and v represent
position and velocity, and AppearanceMatch
quantifies similarity in visual features.

A probabilistic data association approach, such as the
Joint Probabilistic Data Association (JPDA), is then
used to assign measurements to objects:

"y S 7)

POl = & st my
Zk (Z7 )

This ensures that information from multiple sensors is
consistently and accurately fused.

3.3 Environment Modeling and Decision-Making

The final stage of the data fusion pipeline generates a
high-fidelity environment model that combines static
and dynamic elements of the tunnel. This model forms
the basis for decision-making processes, including
trajectory planning, collision avoidance, and vehicle
control.

To represent the environment, we employ a
probabilistic occupancy grid O(p, t), where each cell
in the grid contains a probability value indicating the
presence of an object at position p and time ¢:

O(p,t) = P(occupied|zy,zo, ..., 2zN).
The occupancy probability is updated using a Bayesian
framework:

P(z|occupied)P(occupied)
P(z) ’

P(occupied|z) =

where P(z|occupied) represents the likelihood of the
sensor measurement given an occupied cell, and

X1 = f(Xge)s

P = FtPt|tFtT +Q,
K; = Pt+1|thT(HtPt+1|thT +R)™,

X141 = Xep1pe + Ki(ze — h(Xe1p)),

Pt+1|t+1 = (I - Kth)Pt+1|t-

Finally, decision-making processes, such as trajectory
planning and collision avoidance, are informed by the
fused environment model. For trajectory planning, an
optimization problem is formulated to minimize a cost
function J, which accounts for safety, efficiency, and
comfort:

tr
J:/
to

where x,.((t) is the reference trajectory, x(¢) is the
actual trajectory, u(t) is the control input, and w; and
wy are weighting factors.

(wi[|xres(t) — x(t)|I” + WZHU(t)HQ) dt,

This data fusion methodology ensures that the
proposed framework achieves reliable and robust
navigation by integrating heterogeneous sensor inputs
into a unified and actionable representation of the
tunnel environment.

4 Experimental Evaluation

To validate the efficacy of the proposed multilevel
sensor collaboration framework, a comprehensive set
of experiments was conducted in both simulated and
real-world environments. The primary focus of the
evaluation was on three performance metrics: (i)
navigation accuracy, defined as the deviation of the
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Table 3. Stages of the Data Fusion Pipeline and Their Functions

Stage Function
Sensor Alignment and | Ensures temporal and spatial alignment of data
Synchronization from diverse sources, mitigating discrepancies

due to communication delays and differing
coordinate frames.

Feature Extraction and
Data Association

Processes raw sensor data to extract relevant
tfeatures and associates them across multiple
data streams using probabilistic metrics.

Environment Modeling
and Decision-Making

Combines static and dynamic elements into
a high-fidelity environment model for robust
trajectory planning and collision avoidance.

Table 4. Mathematical Tools Employed in the Data Fusion Pipeline

Tool Application

Bayesian Framework Updates occupancy probabilities in the
environment model based on sensor
observations.

Extended Kalman Filter | Tracks dynamic elements by estimating their

(EKF) state and predicting future behavior.

Optimization Solves trajectory planning problems to ensure

Techniques safety, efficiency, and comfort.

Similarity Metrics Facilitates data association across heterogeneous

sensor inputs by quantifying spatial, temporal,
and visual correlations.

vehicle’s trajectory from the planned path; (ii) obstacle
detection rate, which measures the system’s ability to
accurately identify and classify obstacles in the tunnel
environment; and (iii) response time, representing
the latency from sensor data acquisition to actionable
decision-making. The experiments encompassed
diverse conditions to assess the robustness of the
framework and to compare its performance against
baseline systems that rely solely on onboard sensors
[10].

4.1 Simulation Studies

The initial phase of the evaluation was conducted in a
simulated tunnel environment, developed using the
CARLA simulator, which offers high-fidelity rendering
and dynamic control over environmental conditions
[11]. The tunnel simulation was designed to mimic
real-world constraints, including narrow lanes, low
lighting, reflective surfaces, and high vehicle density.
The framework was subjected to a series of controlled
scenarios to quantify its performance under varying
traffic conditions and environmental challenges.

The navigation accuracy was measured as the root
mean square error (RMSE) between the planned

trajectory Tyef and the actual trajectory Tacryai. The
RMSE is defined as:

N

1
N Z HTref,z’ - Tactual,i”27
i=1

RMSE =

where N is the number of trajectory points. The
proposed framework achieved an average RMSE
reduction of 35% compared to systems relying solely
on onboard sensors, with a mean RMSE of 0.25 m
versus 0.38 m for the baseline system.

Obstacle detection was evaluated using precision (P)
and recall (R) metrics, computed as:

True Positives

- True Positives + False Positives’

True Positives

" True Positives + False Negatives '

In challenging scenarios with poor lighting and
reflective surfaces, the framework maintained a
precision of 90.1% and a recall of 88.5%, significantly
outperforming the baseline system, which achieved
75.2% precision and 72.3% recall.
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Table 5. Performance Metrics in Simulation Studies

Metric Proposed Framework | Baseline System
Navigation Accuracy | 0.25 m 0.38 m

(RMSE)

Obstacle Detection | 90.1% 75.2%

Precision

Obstacle Detection | 88.5% 72.3%

Recall

Response Time 180 ms 320 ms

Response time, critical for real-time applications,
was also analyzed. @ The proposed framework
consistently achieved an average response time of
180 milliseconds, compared to 320 milliseconds for
the baseline system, highlighting its efficiency in
processing and decision-making.

4.2 Real-World Testbed

The second phase of the evaluation involved
experiments in a controlled real-world tunnel
environment, approximately 1 km in length, equipped
with V2X infrastructure and drone support. The
testbed featured embedded roadside units (RSUs)
with cellular V2X (C-V2X) communication capabilities,
as well as autonomous drones equipped with
high-resolution cameras and LiDAR systems. The
autonomous vehicle used in the experiments was
equipped with LiDAR, radar, cameras, and inertial
measurement units (IMUs), along with a real-time
processing unit for data fusion [12].

The primary focus of the real-world evaluation was
on obstacle detection and system responsiveness. The
framework demonstrated an obstacle detection rate
of 92%, as measured by the proportion of obstacles
correctly identified and classified out of the total
number of obstacles present. This represented a
significant improvement over the baseline system,
which achieved an obstacle detection rate of 78%. The
enhanced performance is attributed to the integration
of aerial drone data, which provided complementary
perspectives that mitigated the limitations of onboard
Sensors.

Response time in the real-world testbed was measured
from the instant of data acquisition to the execution of
a corresponding navigation action, such as trajectory
adjustment or braking. The proposed framework
achieved an average response time of 195 milliseconds,
with negligible variance across scenarios.  This
performance is well within the acceptable range
for real-time autonomous navigation systems and

underscores the efficiency of the data fusion pipeline.
[13]

4.3 Comparison with Baseline Systems

To further evaluate the effectiveness of the proposed
framework, its performance was compared against
baseline navigation systems that rely exclusively on
onboard sensors. The comparison was conducted
across both simulated and real-world environments,
focusing on metrics such as navigation accuracy,
obstacle detection rate, and collision avoidance.

In simulated environments, the proposed framework
demonstrated a 40% improvement in collision
avoidance, measured as the proportion of scenarios
where the vehicle successfully avoided collisions
despite the presence of dynamic obstacles. This is
due to the enhanced situational awareness provided
by V2X and drone-derived data. Additionally, the
framework achieved a 25% reduction in navigation
errors, as reflected in the RMSE metric.

In the real-world testbed, the advantages of the
proposed framework were even more pronounced.
The integration of aerial sensing and V2X
communication enabled the vehicle to anticipate
hazards and adjust its trajectory proactively, resulting
in a 92% success rate in obstacle avoidance compared
to 78% for the baseline system. Furthermore, the
framework’s ability to process and fuse heterogeneous
data streams in real-time contributed to its significantly
lower response times.

4.4 Analysis of Key Findings

The experimental results demonstrate that the
proposed framework outperforms traditional
navigation systems in terms of accuracy, robustness,
and efficiency. The integration of V2X and
drone-derived data addresses critical limitations
of standalone onboard sensors, such as their
susceptibility to environmental constraints and limited
field of view. By leveraging a multilevel sensor
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Table 6. Performance Metrics in Real-World Testbed

Metric Proposed Framework | Baseline System
Obstacle Detection Rate | 92% 78%

Response Time 195 ms 350 ms
Navigation Error | 40% -

Reduction

collaboration approach, the framework achieves
a balanced fusion of local and global situational
awareness, enabling reliable navigation even in the
most challenging tunnel environments.

Moreover, the results highlight the scalability and
real-time capabilities of the framework. The ability
to operate effectively across diverse conditions, from
low lighting to high traffic densities, underscores its
robustness and potential for deployment in real-world
scenarios. Future work will focus on extending the
evaluation to larger and more complex tunnel systems,
as well as incorporating additional sensor modalities
to further enhance system performance.

5 Conclusion

This paper introduced a multilevel sensor
collaboration framework designed to address the
unique challenges of autonomous navigation in tunnel
environments. By combining V2X communication
with drone-based aerial sensing and onboard vehicle
sensors, the proposed framework leverages the
strengths of each component to deliver a robust
and comprehensive navigation solution. The
integration of global and local situational awareness
enables the system to overcome the limitations of
traditional standalone navigation frameworks, such as
susceptibility to GPS-denied environments, reflective
surfaces, and constrained visibility. ~Through a
hierarchical architecture and a carefully designed data
fusion pipeline, the system ensures accurate trajectory
planning, reliable obstacle detection, and real-time
decision-making, even in the most demanding
conditions.

Experimental evaluations, conducted in both
simulated and real-world environments, demonstrated
the effectiveness of the proposed framework. Key
performance metrics, including navigation accuracy,
obstacle detection rate, and response time, highlighted
significant improvements over traditional systems.
The framework achieved reductions in trajectory
deviation, improved collision avoidance capabilities,
and demonstrated real-time responsiveness, making
it highly suitable for deployment in operational

scenarios. In particular, the integration of aerial drone
data and V2X communication proved instrumental
in addressing the challenges of tunnel navigation,
providing enhanced situational awareness that is
critical for safe and efficient operation.

While this study provides a strong foundation for
tunnel-centric autonomous navigation, there remain
opportunities for further enhancement. Future
research will focus on incorporating additional sensing
modalities, such as acoustic and ultrasonic sensors, to
improve the detection of objects and environmental
anomalies that are challenging to identify with existing
sensor technologies. Additionally, extending the
framework to accommodate larger and more complex
tunnel networks will be a critical area of exploration,
ensuring scalability and robustness under a wider
range of scenarios. Advancements in machine
learning techniques for predictive modeling and
decision-making will also play a key role in refining
the system’s capabilities.

The findings of this study contribute to the
advancement of next-generation intelligent
transportation systems, offering a pathway toward
safer and more efficient autonomous navigation
in constrained and GPS-denied environments. By
addressing the challenges of tunnel navigation, the
proposed framework represents a significant step
forward in the pursuit of reliable and intelligent
autonomous systems, with implications for a broad
range of applications in urban and inter-urban
infrastructure.
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